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Executive Summary

This report details the methodology and findings of an analysis conducted on approx-
imately 1.2 million material description records provided by SLB, covering operations
in Saudi Arabia, Mexico, and United States (Land). The primary objective was to cate-
gorise these descriptions, particularly identifying the top 100 most frequent categories,
to provide SLB with actionable data for potential financial decisions regarding procure-
ment strategies, inventory management, and supplier relationships.

The analysis employed a multi-step methodology combining data preprocessing,
natural language processing (NLP), and machine learning techniques. Initial steps
involved consolidating data from regional Excel files, identifying and pre-categorising
specific item types (’O-RING’, ’PartNumber’, ’empty’), and cleaning inconsistent text
descriptions. A key challenge addressed was the presence of multiple languages, ne-
cessitating translation efforts. Subsequently, the cleaned descriptions were converted
into numerical representations (embeddings) using the ’all-MiniLM-L6-v2’ Sentence
Transformer to capture semantic meaning. These embeddings were then grouped us-
ing K-Means clustering to identify 100 distinct clusters. Finally, these clusters were
manually reviewed and assigned meaningful category names, allowing for frequency
analysis across the total dataset and by region.

Key findings highlight the significant prevalence of the ’ORING’ category, appearing
over 126,000 times, more than double the frequency of the second-highest category
(’empty’), representing data that SLB withheld from us due to certain business con-
fidentiality. Regional analysis revealed substantially higher O-ring usage in KSA and
MCA compared to USL. Other prominent categories include general miscellaneous
items, maintenance and fluid control components, valves, and mechanical fittings. A
heatmap visualisation was also generated, illustrating the overall frequency distribution
across categories.

The project faced challenges: the large data size, and the complexity introduced
by multiple languages. Limitations of this analysis include reliance on translation ac-
curacy, the absence of financial cost data which prevents direct calculation of financial
impact, potential miscategorisation due to incomplete operational context, and the in-
herent need for some ongoing manual oversight for category refinement.

The primary recommendation is for SLB to replicate this analytical methodology
using their internal dataset that includes financial cost information. This will enable
a true understanding of high-expenditure categories and provide a robust foundation
for data-driven financial decisions.
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1 Introduction

SLB operates globally in the oilfield services sector, managing vast inventories and

complex supply chains across numerous regions. Efficient management relies on ac-

curate data analysis, particularly understanding the nature and frequency of procured

materials and services. This project was initiated to address the challenge of cate-

gorising a large volume of material descriptions – approximately 1.2 million rows –

originating from SLB’s operations in the Kingdom of Saudi Arabia (KSA), Middle East

and Central Asia (MCA), and United States Land (USL) regions.

The core objective was to process and sort through these descriptions, often in-

consistent or unstructured, to identify and quantify the top 100 distinct categories of

items or services represented. This categorisation aims to provide SLB, particularly its

finance and procurement departments, with clearer visibility into its operational needs

and consumption patterns. The insights derived are intended to support informed

financial decision-making, potentially leading to optimised procurement strategies, re-

duced inventory costs, or changes in service supply arrangements.

The source data was provided as Excel files containing various fields, with the

primary focus being the ’Material: Description’ and associated ’Text’ fields, which con-

tained free-text descriptions of parts, materials, and services (e.g., ”O-Ring”, ”Machin-

ing services”, ”Oil”). This report details the methodology employed, presents the key

findings from the analysis, discusses the inherent limitations, and provides recommen-

dations for SLB moving forward.

2 Methodology

A systematic, multi-stage approach was adopted to process the large and complex

dataset, leveraging data processing techniques, Natural Language Processing (NLP),

and machine learning clustering. The process, implemented via a series of Python

scripts is detailed below.
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2.1 Data Loading & Preprocessing (step 1 preprocessing.py)

Raw data from KSA, MCA, and USL Excel files were consolidated. A combined field,

’MT’ (Material + text), was created using ’Material: Description’ and, if missing, the

’Text’ field. Each row was assigned a unique ’SerLoc’ identifier (region + serial num-

ber). Rule-based categorisation was applied: 10-digit part numbers starting with

’1’ were labelled ’PartNumber’, O-RING variations as ’ORING’, and empty fields as

’empty’. All other rows remained uncategorised for further analysis.

2.2 Text Cleaning & Translation (step 2 cleaning.py)

Uncategorised ’MT’ descriptions were standardised by converting to lowercase, re-

moving symbols, digits, short words, and excess whitespace. This produced a cleaned

text field for each item, ready for semantic analysis.

2.3 Feature Extraction (BERT Embeddings) (step 3 BERT.py)

Cleaned descriptions were converted into 384-dimensional vectors using the ’all-MiniLM-

L6-v2’ Sentence Transformer model. This model captures semantic meaning and was

run with multiprocessing and GPU acceleration for efficiency. The resulting embed-

dings were stored with the original data.

2.4 Clustering (K-Means) (step 4 k-means.py)

K-Means clustering grouped the BERT embeddings into 100 clusters, minimising intra-

cluster distance and maximising inter-cluster distance. Each item was assigned a

cluster label (0-99).
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2.5 Categorisation & Output Generation (step 5 output.py)

Clusters were mapped to business-relevant category names via manual review. Items

previously categorised as ’PartNumber’, ’ORING’, or ’empty’ retained their labels. Fre-

quency statistics were computed for each category and region, and compiled into a

summary table. The data was split into different regions while retaining the original

structure by using the ’SerLoc’ field and masking in all steps.

2.6 Challenges Encountered

Several challenges were faced during this project:

• Data Delivery Delay: The project timeline was impacted by a five-week delay in

receiving the initial dataset.

• Data Volume: Processing approximately 1.2 million rows required efficient meth-

ods and consideration of computational resources.

• Multi-language Data: The presence of multiple languages within the descrip-

tion fields necessitated translation efforts prior to cleaning and analysis, adding

complexity and potential for inaccuracies.

3 Results & Discussion

The analysis successfully processed the ˜1.2 million material descriptions and cate-

gorised them into 100 distinct groups based on semantic similarity, supplemented by

initial rule-based categories. The frequency distribution across these categories pro-

vides valuable insights into SLB’s operational consumption patterns in the KSA, MCA,

and USL regions.
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3.1 Overview of Top Categories

The most striking finding is the dominance of the ’ORING’ category, which was iden-

tified through rule-based pattern matching. This category accounts for 126,336 in-

stances across the three regions, making it significantly more frequent than any other

identified group. Its frequency is more than double that of the next largest category,

’empty’ (65,995 instances), which typically represents records lacking sufficient de-

scription data. The high prevalence of O-rings suggests they are a critical and high-

volume component in SLB’s operations within these regions.

Beyond O-rings and empty descriptions, several other categories emerged with

high frequencies. The top 10 categories (excluding ’empty’ for clarity on tangible

items/services) derived from the provided statistics are:

Category Total Frequency KSA Frequency MCA Frequency USL Frequency

ORING 126,336 41,198 63,240 21,898

Miscellenous 59,263 12,541 18,122 28,600

Maintainance and fluid control 30,219 836 27,524 1,859

Valve 22,395 3,429 6,666 12,300

Mechanical Fittings 22,094 2,711 6,608 12,775

Retaining Ring 21,818 5,521 12,922 3,375

Spanish (Field Machining/Site Tool) 21,197 57 21,055 85

Seal 20,706 4,961 9,570 6,175

Screw Cap 20,096 5,268 8,191 6,637

Service item 19,874 1,229 10,801 7,844

(Table derived from category statistics.xlsx - Sheet1.csv )

The presence of categories like ’Miscellaneous’, ’Maintenance and fluid control’,

’Valve’, ’Mechanical Fittings’, and ’Seal’ within the top ranks highlights key areas of op-

erational activity and material consumption. The appearance of Spanish-language cat-

egories (e.g., ’Spanish (Field Machining and Site Tool)’) confirms the multi-language

nature of the data and the outcome of the clustering process grouping these items.
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3.2 Regional Variations

Analysis of category frequencies by region revealed notable differences in consump-

tion patterns. The most significant variation observed was in the ’ORING’ category.

While prevalent in all three regions, the frequency was considerably higher in MCA

(63,240 instances) and KSA (41,198 instances) compared to USL (21,898 instances).

This disparity might reflect differences in operational focus, equipment types used,

maintenance schedules, or reporting practices between the regions. Further inves-

tigation by SLB personnel with regional operational knowledge would be required to

determine the precise reasons for this difference.

Other regional variations exist across different categories. For instance:

• ’Maintenance and fluid control’ shows a very high frequency in MCA (27,524)

compared to KSA (836) and USL (1,859).

• ’Valve’ and ’Mechanical Fittings’ appear most frequently in USL.

• Categories identified as predominantly Spanish language content, such as ’Span-

ish (Field Machining and Site Tool)’, are almost exclusively found in the MCA

region dataset provided.

These regional differences underscore the importance of localised analysis when

making procurement or inventory decisions. A one-size-fits-all approach may not be

optimal across SLB’s diverse operational landscape. The generated statistics provide

a starting point for SLB to explore these regional nuances further.

3.3 Data Visualisation

Alongside the tabular frequency data, a heatmap visualisation was generated (as ref-

erenced in the input discussion, typically part of the accompanying Excel analysis).

This heatmap serves to provide an intuitive visual representation of category frequen-

cies across the dataset, likely highlighting the dominance of the top categories (like
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’ORING’) and potentially illustrating the distribution patterns across KSA, MCA, and

USL, complementing the insights discussed above. Such visualisations are valuable

tools for quickly grasping the overall landscape of material consumption and identifying

areas that warrant closer inspection.

A PCA projection of the BERT embeddings reveals that the horizontal (x-axis) com-

ponent separates data based on language. Descriptions on the left side of the plot are

predominantly in Spanish (e.g., categories like ”Spanish (Threading and Machine)”,

”mxw (mostly Spanish) - hand and power tool”, ”maquinar rosca (Spanish) - Thread-

ing”, ”Spanish (Piping and Mechanical Supplies)”), while those on the right are in

English (e.g., ”Bolt”, ”Collar”, ”Gasket”, ”Screw”). This demonstrates that the BERT

model captures language differences in the embedding space. Notably, the PCA pro-

jection enables the clustering of similar words and groups of words, resulting in a vis-

ible language-based separation due to inherent linguistic differences among the data

points. With further research, this approach could be leveraged for more advanced

multilingual categorization and analysis of material descriptions.

The combination of detailed frequency tables and visual summaries like heatmaps

allows different stakeholders within SLB, from finance analysts to operations man-

agers, to engage with the data in the manner most suited to their needs.

4 Limitations

While the analysis provided valuable insights into categorising SLB’s material descrip-

tions, it is important to acknowledge certain limitations inherent in the process and the

data provided:

• Translation Reliance: With only 2-3 words remaining in descriptions after clean-

ing, translation APIs such as LangDetect and Deep Translate often struggle to

accurately identify and translate the text, especially when dealing with keywords

or equipment names. This limitation can result in categorization based more on
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the local and global structure of words rather than their true meaning or their

relationship to similar entries in other languages.

• Absence of Cost Data: The dataset provided for this analysis did not include

financial information (e.g., unit cost, total spend) associated with the material de-

scriptions. Consequently, while frequency analysis identifies high-volume items,

it cannot directly pinpoint high-cost categories or quantify the financial impact of

potential procurement decisions. The primary recommendation addresses this

limitation directly.

• Contextual Awareness: As an external analysis, there is a lack of complete

operational context that internal SLB personnel possess. Certain descriptions

might be ambiguous or refer to specific internal processes or equipment types

that could lead to potential misgrouping or misinterpretation of category contents

without further validation by SLB subject matter experts.

• Manual Tagging Requirement: While machine learning significantly aids in

grouping similar items, the assignment of meaningful category names to the

100 clusters requires manual review and interpretation. Furthermore, language

evolves, new items are introduced, and data entry practices may change. There-

fore, this is not a one-time, fully automated solution; periodic review and potential

refinement of category assignments or the model itself will be necessary to main-

tain accuracy over time.

These limitations should be considered when interpreting the results and planning

subsequent actions based on this report.

5 Recommendations & Next Steps

Based on the analysis conducted and the identified limitations, the following recom-

mendations and next steps are proposed for SLB:
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1. Integrate Financial Data: The most crucial next step is for SLB to re-run this

analysis methodology internally using a dataset that includes associated finan-

cial cost data. Correlating the identified categories with actual expenditure is essential

to understand the true financial significance of each category. This will enable SLB to

move beyond high-volume identification (like O-rings) to pinpoint high-spend areas,

providing a solid basis for strategic financial decisions regarding supplier negotiations,

potential standardisation efforts, or inventory optimisation.

2. Extend Regional Analysis: Apply this methodology to datasets from other

SLB operational regions not included in this initial analysis (KSA, MCA, USL). This

will provide a more comprehensive global view of material and service consumption

patterns, verify the consistency of findings, and potentially uncover further regional

specificities or opportunities for cross-regional synergies.

3. Establish Continuous Improvement Process: Recognise that material cate-

gorisation is an ongoing process. SLB should establish a workflow for periodic review

and refinement. This could involve:

• Regularly reviewing items within existing categories, particularly ’Miscellaneous’

or newly emerging clusters, for potential re-categorisation or creation of new cat-

egories.

• Incorporating feedback from operational and procurement teams to improve cat-

egory definitions and accuracy.

• Adjust the granularity and number of clusters to balance between detailed, high-

accuracy analysis and broader, umbrella categories that may offer lower accu-

racy but greater generalization, depending on business needs.

4. Validate High-Impact Categories: Conduct deeper dives into the categories

identified as high-frequency (e.g., ’ORING’) and those potentially identified as high-

spend (following Recommendation 1). Validate the contents of these categories with

subject matter experts to ensure accuracy and fully understand the drivers behind their
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prominence. By taking these steps, SLB can build upon the foundation established by

this analysis to create a robust, data-driven system for material categorisation that

directly supports strategic financial and operational objectives.

5. Use Dimensionality Reduction Techniques: Visualise the clustering in 2 or 3

dimensions using UMAP, PCA or t-SNE to better understand the relationships between

clusters and identify potential clusters that may be overlapping or misclassified. A PCA

projection can help separate the itens in the embedding space based on language.

Further research can be done to improve the clustering and categorisation of the data.
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1. Overall Category Distribution

Figure 1: Heatmap for overall category distribution



2. Region Specific Category Distribution

Figure 2: Heatmap for category distribution in KSA

Figure 3: Heatmap for category distribution in USL

Figure 4: Heatmap for category distribution in MCA



3. PCA Projection

Figure 5: PCA projection of BERT embeddings showing language as the highest vari-
ance component.



4. Codes

step 1 preprocessing.py





step 2 cleaning.py



step 3 BERT.py



step 4 k-means.py



step 5 output.py
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